Correcting a Metacognitive Error: Feedback Increases Retention of Low-Confidence Correct Responses
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Testing of information can have a powerful positive effect on future retention of the tested material, a phenomenon known as the testing effect (Butler & Roediger, 2007; Carpenter & DeLosh, 2006; Carpenter & Pashler, 2007; Chan, McDermott, & Roediger, 2006; Karpicke & Roediger, 2008; Roediger & Karpicke, 2006a, 2006b). Testing often improves later retention even when students are not given feedback following the test, and providing feedback produces even greater gains in long-term retention (Butler & Roediger, 2008; Karpicke & Roediger, 2007; McDaniel & Fisher, 1991). In this article, we examined whether feedback improves long-term retention only of responses that are incorrect on an initial test or whether feedback also improves retention of initially correct responses. A large body of research has investigated factors that determine the effectiveness of feedback, such as how different types and schedules of feedback affect learning (see Azevedo & Bernard, 1995; Bangert-Drowns, Kulik, Kulik, & Morgan, 1991; Kulhavy & Stock, 1989; Kulik & Kulik, 1988). The theoretical synthesis of this research has yielded many suggestions for how and when feedback should be given. Although practical recommenda-
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enhance long-term retention of the correct responses and improve the accuracy of metacognitive monitoring on subsequent tests. Thus, our hypothesis in this research was that, just as feedback helps correct memory errors, feedback will also help correct metacognitive errors and will improve retention of low-confidence correct responses.

Before describing the current research, we briefly discuss the historical origins of the current zeitgeist focused on the role of feedback in correcting memory errors. We then outline the theoretical basis for our reexamination of the role of feedback after correct responding and review previous research that has investigated the effect of feedback on correct responses.

Feedback as a Mechanism for Correcting Memory Errors

The heavy emphasis on the correction of erroneous responses in feedback research is in large part a product of the effort to dismiss the notion that feedback acts as a reinforcer, an idea popular in earlier literature (e.g., Skinner, 1954). Kulhavy (1977) argued against any reinforcing quality of feedback by demonstrating that feedback did not benefit learning in verbal conditioning paradigms as reinforcement does in other situations. For example, reinforcement increases the future probability of a response and thus should have its greatest effect on correct responses. In addition, reinforcement is most effective when given immediately after the response. From an extensive review of the feedback literature, Kulhavy concluded that there was scant evidence to support the notion that the principles derived from behavioral research on reinforcement apply to the provision of feedback on learning of educational materials in humans. As an example, he cited evidence that delayed feedback has greater positive effects than immediate feedback in some situations (e.g., Brackbill & Kappy, 1962; Surber & Anderson, 1975; Sassenrath & Yonge, 1968). Indeed, Kulhavy argued that the whole idea of conceptualizing the complexities of learning in educational settings purely within an operant conditioning framework may be of limited utility. Nevertheless, in the process of eliminating the idea that feedback may be conceived as a reinforcer, researchers began to overlook how feedback may benefit correct responses, a trend that continues today.

Feedback as a Mechanism for Correcting Metacognitive Errors

The impetus for reexamining the function of feedback after correct responding stems in part from studies that assessed subjects’ confidence in their responses followed by self-paced study of feedback. Kulhavy, Yekovich, and Dyer (1979) had subjects complete a program of instruction in which they learned about heart disease and answered multiple-choice questions on each section of the tutorial. After each multiple-choice question, subjects were given feedback and allowed to study that feedback for as long as they wanted. Among other dependent measures, Kulhavy et al. reported feedback study times as a function of initial response outcome (correct or incorrect) and response confidence. After a correct response, subjects studied feedback for a significantly longer period of time if that response was made with low confidence. In addition, feedback study times were roughly equivalent for low-confidence correct responses and low-confidence incorrect responses. Overall, this study and others (for a review, see Kulhavy, 1977; Kulhavy & Stock, 1989) showed that subjects spent a substantial amount of time processing feedback after a low-confidence correct response.

Why do subjects spend more time processing feedback after a low-confidence than a high-confidence correct response? One potential explanation is that feedback is processed differently when there is a large discrepancy between the subjective assessment and the objective correctness of a response. Consider a test in which subjects are required to respond to every question on the test (a forced-response test; cf. Koriat & Goldsmith, 1994; Roediger & Payne, 1985). For each test question, they retrieve information from memory and monitor the accuracy of that information (assessed as a confidence judgment), but they are also required to make a response to each question. On such a test, an individual’s confidence in his or her responses may not correspond well to the correctness of the responses, leading to the production of low-confidence correct responses (Roediger, Wheeler, & Rajaram, 1993) and high-confidence incorrect responses (Butterfield & Metcalfe, 2001; 2006). When subjects become aware of a metacognitive error through feedback, they may attempt to resolve the discrepancy between the subjective assessment and the objective correctness of their response by devoting additional cognitive resources to processing the feedback.

Research that has examined the role of feedback in correcting errors committed with high confidence provides some evidence to support this idea (Butterfield & Metcalfe, 2001, 2006). Butterfield and Metcalfe (2001) had subjects answer general knowledge questions and rate their confidence in their initial answers. The subjects were given feedback following all of their responses on the first test. After a brief delay, the subjects took a second test over the general knowledge questions. Butterfield and Metcalfe (2001) examined the relationship between subjects’ initial confidence in incorrect responses and the likelihood they would correct those responses on the final test. They found that subjects were especially likely to correct high-confidence incorrect responses, a result they called the “hypercorrection effect” (see also Kulhavy, Yekovich, & Dyer, 1976). In a follow-up study, Butterfield and Metcalfe (2006) replicated the hypercorrection effect and found that subjects tend to miss or ignore tones presented in a secondary tone detection task while processing feedback after high-confidence errors. They concluded that subjects pay more attention to feedback after high-confidence errors because of the surprise of being highly confident but incorrect, and this additional attention to the correct response produces better retention (Butterfield & Metcalfe, 2006).

Our hypothesis is that feedback serves to correct the metacognitive error inherent in low-confidence correct responses, much like it does for high-confidence errors in the hypercorrection effect. However, we believe that the correction of these two types of metacognitive error probably leads to better retention through different mechanisms. As described above, retention may be enhanced following high-confidence errors because a feeling of surprise causes subjects to pay more attention to feedback (Butterfield & Metcalfe, 2006). In contrast, we think that providing feedback after low-confidence correct responses might enhance retention by enabling learners to strengthen the association between the cue and response and to inhibit any competing responses. We turn now to summarizing previous research on feedback after correct responses; we return to the idea of why...
providing feedback after low-confidence correct responses might produce better retention in the General Discussion.

Previous Research on the Effect of Feedback on Correct Responses

Previous researchers have typically treated the effect of feedback on correct responses as a secondary concern rather than as the focus of their research efforts. These researchers have also widely concluded that when a correct response is produced, feedback makes little or no difference for learning (Anderson, Kulhavy, & Andre, 1971; Guthrie, 1971; Kulhavy & Anderson, 1972; Pashler, Cepeda, Wixted, & Rohrer, 2005; Pashler, Rohrer, Cepeda, & Carpenter, 2007). For example, Pashler et al. (2005) had subjects study a list of 20 Luganda–English word pairs twice and then take two consecutive cued-recall tests during an initial learning session. Of importance, subjects were free to withhold responses on the initial tests (a point we elaborate below). Subjects made confidence ratings after each response and were given feedback for some of the items and no feedback for other items. Finally, long-term retention was measured on a final cued-recall test 1 week later. When final test performance was examined as a function of whether responses on the first test were correct or incorrect, Pashler et al. (2005) found that feedback did not enhance the retention of correct responses, even those made with medium or low confidence, using their procedure. They concluded, “When the learner makes a correct response, feedback makes little difference for what can be remembered 1 week later” (Pashler et al., 2005, p. 7; see, too, Pashler et al., 2007).

However, a careful consideration of the methodology used in the experiment by Pashler et al. (2005), and in other studies, raises the question of whether the experiments were capable of properly assessing the potential benefit of providing feedback after correct responses. We argue that previous researchers may have failed to find benefits of feedback for correct responses because few (if any) low-confidence correct responses were made on the initial free-report tests used in prior experiments. On a free-report test, when subjects can choose to volunteer or withhold responses, there is a strong correspondence between subjective confidence (metacognitive monitoring) and the willingness to volunteer a response (metacognitive control). That is, subjects generally volunteer high-confidence responses and withhold low-confidence responses, even if the low-confidence responses are correct (see Barnes et al., 1999; Kelley & Sahakyan, 2003; Koriat & Goldsmith, 1996). In the previous research discussed above, subjects were free to withhold responses to test items, and, therefore, low-confidence responses were likely withheld even if they were in fact correct. Presumably, the previous studies used free-report tests because none of them was designed with the specific intention of examining the effects of feedback on low-confidence correct responses. Although multiple-choice and cued-recall tests are generally forced and free report, respectively, it is important to note that either report option can be used with either test format. Thus, report option is the critical variable, not test format. In the present research, we used a multiple-choice test with a forced-responding procedure in which subjects were required to respond to each test question and to indicate their confidence in their responses. This procedure ensured that subjects would produce low-confidence responses on the initial test.

Experiment 1

In Experiment 1, subjects took a multiple-choice general knowledge test on which they received feedback for half of the questions (test with feedback condition) and no feedback on the other half of the questions (test with no feedback condition). Subjects were required to make a response to each question (a forced-report test), and they then made a confidence judgment after each response (always before receiving any feedback). After a brief distractor task, subjects took a final cued-recall test, in which they answered the general knowledge questions but without the aid of response alternatives. The final test included previously tested items and new items as a no-test control condition. Of specific interest was the effect of feedback on retention of low-confidence correct responses.

Method

Subjects. Thirty undergraduate psychology students at Washington University in St. Louis participated for course credit. All subjects were treated in accordance with the “Ethical Principles of Psychologists and Code of Conduct” put forth by the American Psychological Association (2002).

Materials and counterbalancing. Stimuli consisted of general knowledge questions that were created from 60 facts taken out of the World Book Encyclopedia (World Book, Inc., 2002). Test items were constructed from the facts by forming a question stem and target response (e.g., What is the longest river in the world? Answer: the Nile river). For the purposes of the multiple-choice test, three plausible lure responses were generated for each test item and paired with the target to form a four-alternative multiple-choice test.

The experiment was counterbalanced in two ways. First, the questions were separated into three groups and each group of questions appeared in each of the three learning conditions (no test, test with no feedback, test with feedback) equally across subjects. To accomplish this counterbalance, the groups of questions were rotated through the learning conditions, creating three versions of the experiment. Second, the position of the correct answer relative to the lures was systematically varied such that the target appeared equally often in each of the four possible positions across all the questions on each version of the multiple-choice test.

Procedure. Subjects were tested in groups of 1 to 5 people. The stimuli were presented, and responses were collected individually on a PC using E-Prime software (Schneider, Eschman, & Zuccolotto, 2002). First, a self-paced multiple-choice test was given in which 40 questions were presented sequentially in a random order determined by the computer. Each question was displayed on the top of the screen with four alternative answers below it. Subjects were required to respond to each question (i.e., forced report) by pushing the button of the number that corresponded to the correct answer (1, 2, 3, or 4). After responding to the question, subjects were prompted to rate their confidence in the response on the following 4-point scale: 1 = guess, 2 = low confidence, 3 = medium confidence, and 4 = high confidence. Immediately after choosing an answer and rating their confidence, subjects either received feedback on their answer or were presented with a screen that instructed them to wait for the next question. Feedback consisted of a re-presentation of the multiple-
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choice question stem along with the correct response. The feedback and wait instructions were both displayed for 4 s, so that total time spent on each question was equated in the test with feedback and test with no feedback conditions. After the multiple-choice test, subjects played a computer game for 5 min as a filler task. Finally, a cued-recall test was given in which the complete set of 60 questions (40 from the initial multiple-choice test plus 20 untested questions) were tested. Again, the questions were presented in a random order determined by the computer and answering was self-paced. Subjects were told to type in the correct answer to each question but were warned to respond only if they were reasonably sure that the answer was correct. Thus, the final test was free report, not forced report. If they did not know the correct answer, then they were instructed to push the Enter key to skip that question. After the cued-recall test was complete, subjects were debriefed and dismissed.

Results

All results, unless otherwise stated, were significant at the .05 level. Pairwise comparisons were Bonferroni-corrected to the .05 level. In the analysis of repeated measures, the Geisser–Greenhouse epsilon correction was used for violations of the sphericity assumption (Geisser & Greenhouse, 1958).

Initial multiple-choice test. Performance on the initial multiple-choice test was equivalent in the test with no feedback and test with feedback conditions (.52 vs. .55; t < 1), which was expected because no manipulation had been introduced yet.

Final cued-recall test. There were large effects of testing and feedback on recall on the final test (see the left panel of Figure 1). The test with feedback condition produced a greater proportion of correct responses on the final test than the test with no feedback condition (.87 vs. .41, t(29) = 19.1, SEM = .024, d = 1.77, p_{rep} = 1.00). (p_{rep} is an estimate of the probability of replicating the direction of an effect; see Killeen, 2005), which, in turn, led to a greater proportion of correct responses than the no-test condition (.41 vs. .24, t(29) = 7.5, SEM = .023, d = 1.06, p_{rep} = 1.00). A one-way repeated-measures analysis of variance (ANOVA) revealed a significant difference among the three learning conditions, F(2, 58) = 355.5, MSE = .009, η_p^2 = .93. Thus, we observed a strong testing effect even without feedback, but it was greatly enhanced when feedback was given.

Conditional analyses. Conditional analyses were performed to examine performance on the final cued-recall test as a function of (a) the response outcome on the initial multiple-choice test (correct or incorrect), (b) the presence or absence of feedback, and (c) the level of confidence in the initial response. For each subject, performance on the final cued-recall test in the test with no feedback and test with feedback conditions was broken down as a function of response outcome on the initial multiple-choice test. The left panel of Figure 2 shows the proportion of correct responses on the final cued-recall test as a function of initial response outcome. As expected, initially incorrect responses benefited substantially from feedback. When feedback was provided, most of the initially incorrect responses were corrected, whereas few initially incorrect responses were (spontaneously) corrected on the final test without feedback (.82 vs. .03), t(29) = 34.4, SEM = .023, d = 6.08, p_{rep} = 1.00. It is important to note that feedback also benefited correct responses: A greater proportion of initially correct responses were reproduced on the final test when they had been followed by feedback than when they had been followed by no feedback (.93 vs. .79), t(29) = 4.4, SEM = .032, d = 0.76, p_{rep} = .99.

The conditionalized results were further partitioned as a function of the confidence rating ("guess," "low confidence," "medium confidence," "high confidence") given after each question on the initial multiple-choice test. On the basis of the literature reviewed above, one concern was whether the forced-report procedure we used would produce a good distribution of confidence responses and, in particular, a sufficient number of low-confidence correct responses. Table 1 shows the proportion of items (averaged across subjects) that were assigned to each confidence rating as a function of response outcome (correct or incorrect) and initial learning condition (test with no feedback or test with feedback). Overall, the items were well distributed across the four confidence levels, with 38% and 40% of correct responses assigned ratings of "guess" or "low confidence" in the no feedback and feedback conditions, respectively.

Figure 1. Proportion of correct responses on the final cued-recall test as a function of initial learning condition for Experiment 1 (left panel) and Experiment 2 (right panel). Error bars indicate the standard error of the mean.
The key results of Experiment 1 are shown in Figure 3, which depicts the proportion correct on the final cued-recall test for initially correct responses as a function of initial response confidence, learning condition, and initial response outcome. Focusing first on the initially incorrect responses (the left panel of Figure 3), the proportion of correct responses on the final test generally did not differ as a function of response confidence, regardless of whether feedback was provided. There was, however, one exception: When feedback was given, a significantly greater proportion of high-confidence incorrect responses were corrected relative to all other confidence levels (.93 vs. .80), \( t(29) = 3.4, \text{SEM} = .035, d = 0.59, p_{rep} = .99 \), replicating the hypercorrection effect that has been found in previous research (Butterfield & Metcalfe, 2001, 2006; see also Kulhavy et al., 1976).

A different pattern of results emerged for initially correct responses (the right side of Figure 3). As described above, a greater proportion of initially correct responses were maintained to the final cued-recall test when feedback was provided relative to no feedback. Figure 3 also shows that a greater proportion of correct responses were maintained as the initial response confidence increased in both the test with no feedback and test with feedback conditions. In addition, these two factors interacted such that the test with feedback condition produced a greater proportion of correct responses than the test with no feedback condition at every confidence level except high confidence (which approached ceiling). The difference between the two learning conditions increased as response confidence decreased. For initial responses labeled as a “guess” (the lowest level of confidence), .85 were maintained with feedback whereas only .40 were maintained without feedback. A 4 × 2 repeated-measures ANOVA confirmed these observations: There were significant main effects of initial learning condition, \( F(1, 29) = 42.4, \text{MSE} = .054, \eta^2_p = .59 \), and response confidence, \( F(3, 87) = 27.4, \text{MSE} = .059, \eta^2_p = .49 \), as well as

![Figure 2](image_url). Proportion of correct responses on the final cued-recall test as a function of response outcome (correct or incorrect) on the initial multiple-choice (MC) test and learning condition for Experiment 1 (left panel) and Experiment 2 (right panel). Error bars indicate the standard error of the mean.

Table 1

<table>
<thead>
<tr>
<th>Table 1</th>
<th>Proportion of Items (With Total Number of Items in Parentheses) Assigned Each Confidence Rating on the Initial Multiple-Choice Test as a Function Response Outcome and Initial Learning Condition</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Correct on multiple choice</td>
</tr>
<tr>
<td></td>
<td>Test with no feedback</td>
</tr>
<tr>
<td></td>
<td>Test with feedback</td>
</tr>
<tr>
<td>Experiment 1</td>
<td></td>
</tr>
<tr>
<td>Guess</td>
<td>.18 (52)</td>
</tr>
<tr>
<td>Low</td>
<td>.20 (61)</td>
</tr>
<tr>
<td>Medium</td>
<td>.24 (73)</td>
</tr>
<tr>
<td>High</td>
<td>.38 (115)</td>
</tr>
<tr>
<td>Total</td>
<td>1.00 (301)</td>
</tr>
<tr>
<td>Experiment 2</td>
<td></td>
</tr>
<tr>
<td>Guess</td>
<td>.10 (33)</td>
</tr>
<tr>
<td>Low</td>
<td>.25 (80)</td>
</tr>
<tr>
<td>Medium</td>
<td>.13 (39)</td>
</tr>
<tr>
<td>High</td>
<td>.52 (164)</td>
</tr>
<tr>
<td>Total</td>
<td>1.00 (316)</td>
</tr>
</tbody>
</table>

Note. Confidence responses are binned for Experiment 2 (.25 = guess, .26–.50 = low confidence, .51–.75 = medium confidence, and .76–1.00 = high confidence).
The results of Experiment 1 show that taking an initial multiple-choice test led to better performance on the final cued-recall test relative to not taking the test and that providing feedback after the initial test substantially increased the benefit of prior testing. Of more importance for present purposes, the conditional analyses revealed that both initially incorrect and correct responses benefited from feedback. After making an incorrect response, subjects used feedback to learn the correct response. When feedback was not provided after an incorrect response, the response almost always remained incorrect on the final test. This pattern of results did not differ as a function of the level of initial response confidence, except for the high-confidence incorrect responses, which were hypercorrected when feedback was provided.

The novel result of Experiment 1 was that feedback increased retention of initially correct responses. When feedback was not provided, initially correct responses were more likely to be changed or omitted on the final test. The level of response confidence on the initial multiple-choice test modulated this pattern of results. Almost all high-confidence correct responses were maintained to the final test, regardless of whether feedback was provided. However, as the level of initial response confidence decreased, feedback became increasingly important for maintaining correct responses on the final test. Providing feedback doubled retention of initially correct “guess” responses, relative to when feedback was not provided (.85 vs. .40).

Experiment 2

In contrast with previous studies, the results of Experiment 1 showed that feedback is critical for retention of low-confidence correct responses. Experiment 2 was conducted to replicate the results of Experiment 1 and to further investigate whether feedback benefits low-confidence correct responses. As described in the introduction, our hypothesis is that feedback enables subjects to correct a metacognitive error that occurs when the subjective correctness of a response (assessed by a confidence rating) does not correspond with its objective correctness. On the basis of our hypothesis, we predicted that feedback should not only increase retention of low-confidence correct responses but also improve the accuracy of confidence judgments made during a final delayed test. Thus, in Experiment 2, subjects were required to respond to each question on the final cued-recall test and to make confidence judgments for each response. Our prediction was that feedback would enhance the accuracy of metacognitive monitoring during the final test.

The procedure was the same as in Experiment 1 except for the following changes. First, on the final cued-recall test, subjects were required to respond to each test item and to make a confidence judgment for each item. Second, subjects made their confidence judgments on scales using cardinal values. On the initial four-alternative multiple-choice test, subjects rated their confidence on a scale from 25–100%, and on the final cued-recall test, subjects rated their confidence on a scale from 0–100%. This was done so that we could assess calibration (the absolute correspondence between test performance and confidence) in addition to resolution (the relative correspondence between performance and confidence; for elaboration, see Koriat & Goldsmith, 1996; Nelson, 1984; Nelson & Dunlosky, 1991). Finally, the retention interval before the final test was lengthened to 2 days so that we could generalize the results we observed on a relatively immediate test in Experiment 1 to a delayed final test in Experiment 2.

Method

Subjects. Thirty undergraduate psychology students at Washington University in St. Louis participated for course credit.

---

1 Four subjects were excluded from this analysis because a gamma correlation could not be calculated for one of the two feedback conditions.
Materials and counterbalancing. The materials and counterbalancing scheme from Experiment 1 were used.

Procedure. The procedure was identical to that used in Experiment 1 with the following exceptions. First, the final cued recall was changed to a forced-report test, in which subjects produced a response and made a confidence rating for every question. Second, subjects made their confidence judgments on the initial multiple-choice test on a scale from 25–100%, where 25% represented no confidence and 100% represented complete confidence. Subjects were told that 25% represented guessing because chance probability of a correct response in a four-alternative multiple-choice test is 25%. On the final cued-recall test, subjects made their confidence judgments on a scale from 0–100%, where 0% represented guessing. Finally, subjects were dismissed after completing the initial multiple-choice test and returned 2 days later for the final recall test.

Results

Initial multiple-choice test. Performance on the initial multiple-choice test was virtually identical in the test with no feedback and test with feedback conditions (.53 vs. .51; t < 1).

Final cued-recall test. As in Experiment 1, testing improved retention relative to not taking an initial test, and testing with feedback produced better retention than testing without feedback (see the right panel of Figure 1). A one-way repeated-measures ANOVA showed a significant difference among the learning conditions, F(2, 58) = 207.1, MSE = .009, $\eta^2_p = .88$. As in Experiment 1, the test with feedback condition produced a greater proportion of correct responses relative to the test with no feedback condition (.83 vs .47), t(29) = 15.9, SEM = .023, d = 2.89, $p_{rep} = 1.00$, which in turn produced a greater proportion of correct responses than the no-test condition (.47 vs .33), t(29) = 5.5, SEM = .026, d = 1.00, $p_{rep} = .99$.

Conditional analyses. Performance on the final cued-recall test in the test with no feedback and test with feedback conditions was broken down as a function of response outcome on the initial multiple-choice test for each subject. The right panel of Figure 2 shows the proportion of correct responses on the final cued-recall test as a function of initial response outcome. The pattern of results was the same as in Experiment 1. A substantially greater proportion of initially incorrect responses were corrected with feedback relative to without feedback (.73 vs .09), t(29) = 14.9, SEM = .043, $d = 2.70$, $p_{rep} = 1.00$, and a greater proportion of initially correct responses were maintained with feedback than without feedback (.93 vs .78), t(29) = 5.3, SEM = .028, $d = 0.99$, $p_{rep} = .995$.

The conditionalized data were further analyzed as a function of initial response confidence. For the purpose of data presentation and some analyses, the confidence responses have been separated into four bins that roughly corresponded to the categories used in Experiment 1 (.25 = “guess”, .26–.50 = “low confidence”, .51–.75 = “medium confidence”, and .76–1.00 = “high confidence”). Table 1 shows the proportion of items (averaged across subjects) that were assigned to each confidence rating as a function of response outcome (correct or incorrect) and initial learning condition (test with no feedback or test with feedback). As in Experiment 1, the items were well distributed across the four feedback levels and at least a third of the correct responses were assigned a rating of “guess” (.25) and “low confidence” (.26–.50).

Figure 4 shows the proportion of correct responses on the final cued-recall test as a function of initial response confidence, learning condition, and initial response outcome. Despite a number of differences in the procedures of Experiments 1 and 2, including the forced-response procedure on the final test and the 2-day delay used in Experiment 2, the overall pattern of results was similar to that of Experiment 1. When a response was answered incorrectly on the initial multiple-choice test and feedback was not given, it was unlikely for that response to be (spontaneously) corrected on the final cued-recall test. The one exception was the incorrect responses that were made with a confidence of .25 (“guess”). These responses were more likely to be corrected on the final test relative to responses in the other three confidence bins (.22 vs. .04), t(29) = 3.3, SEM = .055, $d = 1.00$, $p_{rep} = .98$. When forced to respond on the final test, subjects may have decided to switch their response to another alternative (whereas they might have omitted the response rather than switch in Experiment 1). In contrast to the hypercorrection effect observed in Experiment 1, initial response confidence did not influence the correction of errors when feedback was provided in Experiment 2, F(3, 87) = 1.2, MSE = .076, $p = .31$. Even when the analysis was restricted to initially incorrect items that were given 100% confidence judgment, no hypercorrection effect emerged. In fact, as Figure 4 shows, if anything, a hypocorrection effect seems to appear after 2 days because a somewhat lower proportion of high-confidence incorrect responses were corrected relative to all other confidence levels; however, this difference was not significant (.62 vs .73), t(29) = 1.7, SEM = .065, $p = .10$. We address this failure to find the hypercorrection effect and the possibility of a hypocorrection effect below.

When a response was answered correctly on the initial multiple-choice test and feedback was not given, the pattern of performance
depend on the level of initial response confidence. As the level of confidence increased, a greater proportion of initially correct responses were maintained on the final test. In contrast, when feedback was provided after a correct response, that response tended to be maintained regardless of initial response confidence. Thus, the conditionalized data for initially correct responses exhibited the same sort of interaction as in Experiment 1. To confirm these observations, we conducted a $4 \times 2$ repeated-measures ANOVA. The ANOVA confirmed significant main effects of initial learning condition, $F(1, 29) = 57.4$, $MSE = .044$, $\eta^2 = .66$, and response confidence, $F(3, 87) = 29.1$, $MSE = .051$, $\eta^2 = .50$, as well as a significant interaction between learning condition and response confidence, $F(3, 87) = 6.3$, $MSE = .064$, $\eta^2 = .18$.

The effect of feedback on the relation between confidence and memory performance. The final set of analyses examined the effects of feedback on (a) the accuracy of initial confidence judgments relative to initial multiple-choice performance, (b) the relation between initial confidence and final test performance, and (c) the accuracy of confidence judgments made during the final cued-recall test.

In summary, the results of both experiments show that taking an initial multiple-choice test produced superior performance on a subsequent cued-recall test and that this benefit of prior testing was further enhanced when feedback was provided. When an incorrect response was given on the initial multiple-choice test, it was unlikely to be corrected spontaneously on the final cued-recall test without the presentation of feedback. Thus, consistent with considerable prior research, we found that feedback helps learners correct memory errors. Of more importance, the results of the present experiments demonstrate that correct responses benefited from feedback, and this positive effect of feedback was greatest for low-confidence correct responses. Thus, feedback also helps learners correct the metacognitive error that occurs when they are correct on an initial test but lack confidence in their response, resulting in enhanced retention of low-confidence correct responses. Experiment 2 also showed that feedback produced a metacognitive benefit on the final test by improving resolution and calibration of confidence judgments made on the final test.

**Figure 5.** Mean gamma correlations between initial confidence judgments and initial multiple-choice performance (A), initial confidence judgments and final cued-recall performance (B), and final confidence judgments and final cued-recall performance (C). All results are from Experiment 2. Error bars indicate the standard error of the mean.

---

2 Four subjects were excluded from this analysis because a gamma correlation could not be calculated for one of the two feedback conditions.

3 One subject was excluded from this analysis because a gamma correlation could not be calculated for one of the two feedback conditions.
Overall, the results obtained in these two experiments confirm several points uncovered in previous research. Many studies have found that taking a prior test improves performance on a future test (e.g., Carpenter & DeLosh, 2006; Carpenter & Pashler, 2007; Roediger & Karpicke, 2006b; Wheeler & Roediger, 1992; for a review, see Roediger & Karpicke, 2006a) and that providing feedback after an initial test enhances subsequent test performance (e.g., Butler, Karpicke, & Roediger, 2007; Butler & Roediger, 2008; Karpicke & Roediger, 2007; McDaniel & Fisher, 1991; Pashler et al., 2005). In addition, several studies have found that providing feedback after incorrect responses is critical to correcting errors (e.g., Lhyle & Kulhavy, 1987; see Bangert-Drowns et al., 1991), especially those errors committed with high confidence (Butterfield & Metcalfe, 2001, 2006). This previous research has largely emphasized the role of feedback in correcting erroneous responses.

The present research provides two novel findings. First, providing feedback for low-confidence correct responses on an initial multiple-choice improved recall on a final test given either a few minutes or 2 days later. As explained in the introduction, this outcome differs from the findings reported in previous studies (e.g., Pashler et al., 2005), which have led to the conclusion that providing feedback after correct responses has no effect. There are many methodological differences between previous studies and the present research, but we argue that the key factor is whether subjects are required to respond to every item on an initial test (forced responding). When the initial test is free report, as was the case in many prior studies, subjects are likely to withhold low-confidence responses, even if they are correct (cf. Barnes et al., 1999; Koriat & Goldsmith, 1996). Therefore, when subjects are free to withhold low-confidence responses, no effect of feedback should be observed. In addition to forced responding, our procedure included many other features that increased the number of low-confidence correct responses. For example, the four-alternative multiple-choice format gave subjects at least a 25% chance of guessing the correct response. This procedure succeeded in producing a relatively large proportion of low-confidence correct responses (at least one third of all responses in each experiment). The finding that low-confidence correct responses benefit from feedback is also consistent with studies in which feedback study time is allowed to vary. For example, test takers generally view feedback on low-confidence correct responses for more time than they do after high-confidence correct responses (e.g., Kulhavy et al., 1976, 1979; Webb, Pridemore, Stock, Kulhavy, & Henning, 1997). Taken as a whole, these findings show that learners utilize feedback after low-confidence correct responses to improve subsequent retention.

Why does feedback enhance retention for low-confidence correct responses? As we briefly described in the introduction, providing feedback after low-confidence correct responses might enhance retention in two ways: (a) strengthening the association between the cue and response and (b) inhibiting competing responses. To understand why this might be true, it helps to consider why low-confidence correct responses are produced. Some researchers consider all low-confidence responses, whether correct or incorrect, to represent a situation in which the subject has insufficient knowledge of the material and thus would benefit more from further instruction than from feedback (Kulhavy, 1977; Kulhavy & Stock, 1989). Certainly, low-confidence correct responses can be lucky guesses, especially on a multiple-choice test where the chance of selecting the correct response is often 20% or greater. However, there are at least two other possible causes. First, subjects might produce a correct response based on partial knowledge and/or familiarity but not be confident that it is the correct response. In this situation, the correct response is already known, and therefore what is needed is for the association between the response and the cue to be strengthened. Second, subjects might give a correct response a low-confidence judgment because they had trouble choosing between two equally attractive responses but happened to volunteer the correct one. In this situation, the association between the cue and correct response must be strengthened, but the competing response must be also inhibited. In both situations, feedback is critical because it first corrects the metacognitive error and then enables the subject to engage the appropriate mechanisms to enhance retention.

The second novel finding from our experiments was that providing feedback after the initial multiple-choice test enhanced the accuracy of confidence judgments on the final test. Subjects were better able to discriminate between correct and incorrect responses on the final test if they had been given feedback on the prior test. This improvement in metacognitive monitoring was evident in both global (overall mean proportion of correct responses and confidence judgments) and relative (item-by-item correspondence between confidence judgments and the proportion correct) assessments of metacognitive accuracy. Previous studies that have investigated the effect of feedback on subsequent confidence judgments have found that feedback can improve both calibration (Lichtenstein & Fischhoff, 1980) and resolution (Sharp, Cutler, & Penrod, 1988). However, these studies differ from ours in that feedback was provided in the form of a global assessment of performance (e.g., overall proportion correct) rather than for each item. Presumably, such global feedback might lead subjects to change their overall pattern of responding on future tests (e.g., being more conservative in their confidence judgments). Although feedback on individual responses might have produced overall bias in future metacognitive judgments in our study, it seems more likely that the improvement in metacognitive accuracy is the result of eliminating any discrepancy between perceived and actual correctness of responses.

Finally, it is interesting to note that in Experiment 1, we observed the hypercorrection effect (Butterfield & Metcalfe, 2001, 2006), wherein high-confidence errors were more likely to be corrected on a final test than low-confidence errors. However, we did not observe the effect in Experiment 2, and there was a numerical trend toward a hypocorrection effect in which high-confidence errors were less likely to be corrected relative to low-confidence errors. This result suggests that the hypercorrection effect may be relatively transient. All the studies that have reported a hypercorrection effect have used brief retention intervals (e.g., 5 min; Butterfield & Metcalfe, 2001). Studies that have used longer retention intervals (e.g., 1 week; Pashler et al., 2005) have failed to find the effect, as did we after a 2-day retention interval (Butterfield & Metcalfe, 2001, 2006). The transience of the hypercorrection effect may be the result of the gradual recovery of the original error response as the retention interval increases, similar to the recovery of the A–B pair (and extinction of the A–C pair) in the classic retroactive inference paradigm (Briggs, 1954). Nevertheless, relatively few high-confidence errors were produced...
CORRECTING A METACOGNITIVE ERROR

in the current experiment and thus this finding should be interpreted with caution. Of course, in both experiments we showed that feedback increased retention of low-confidence correct responses, regardless of the retention interval before the final test.

The present results have implications for the importance of providing feedback in educational settings. Many of the methods commonly used in education undermine the potential benefits of testing. A prime example is the variable sorts of feedback provided after classroom tests. As shown in many studies, feedback is a critical aspect to learning, but instructors’ policies in providing it vary considerably, ranging from comprehensive feedback after each testing occasion to little or no feedback at all. The latter situation is increasingly prevalent in university settings, where large class sizes and repeated teaching responsibilities lead educators to retain completed examinations to guard their test banks. Nevertheless, when feedback is given (i.e., other than a grade or numerical score), the focus is generally on incorrect answers. Students tend to look for the red ink and concentrate on figuring out why they got the answer wrong. The current research suggests that educators should try to give comprehensive feedback (i.e., on both correct and incorrect answers) whenever possible. Such feedback may be particularly important after multiple-choice tests that expose test takers to incorrect information in the form of lures. Attractive alternatives can lead test takers to change their response on a later test (Higham & Gerrard, 2005) and to endorse a lure on an initial test often resulting in it being produced on a subsequent test (Butler, Marsh, Goode, & Roediger, 2006; Butler & Roediger, 2008; Roediger & Marsh, 2005).

Finally, it is worth noting that the tests used in most educational settings are essentially forced report, regardless of test format (e.g., multiple-choice, short answer, and so forth). There is usually no penalty for an incorrect response, which encourages students to provide an answer to every question, even if they have to guess, to maximize their score on the test. (An exception is standardized tests, like the SAT, which penalize students for incorrect responses by deducting points.) The use of such a strategy by students is likely to be even more prevalent in multiple-choice testing, where there is a good chance of guessing the correct answer. Thus, one could argue that the use of an initial forced-report test in the present research is more consistent with the methods used in education than the initial free-report tests used in most of the previous studies that have investigated the effect of feedback on initially correct responses.

In conclusion, the current experiments provide clear evidence that low-confidence correct responses do benefit from feedback and that feedback improves students’ metacognitive judgments about their knowledge. Taken together, the two novel findings support the idea that a low-confidence correct response represents an error in metacognitive monitoring that can be corrected through feedback. Providing feedback after low-confidence correct responses enables learners to eliminate the discrepancy between perceived and actual correctness of the response. Feedback after both correct and incorrect responses on tests is a critical aspect of learning.
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